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# *ABSTRAKSI*

*Template TA ini merupakan panduan dan contoh penyusunan laporan tugas akhir yang digunakan di lingkungan Program Studi Teknik Informatika. Mahasiswa sebaiknya menggunakan template lay out yang sama yaitu menggunakan template lay out ini. Sedangkan substansi (isinya) harus disesuaikan dengan topic dan keperluan laporan penelitian masing – masing. Panduan umum antara lain : Bab 1. Pendahulan, Bab 2. Landasan Teori (atau Studi Terkait). Bab 3. Analisa Sistem, Bab 4. Perancangan, Bab 5. Implementasi dan Pengujian, Bab. 6 Kesimpulan. Bab 1. Secara umum berisi : Latar Belakang, Rumusan Masalah, Batasan Masalah, Tujuan dan Manfaat Penelitian, Ruang Lingkup Penelitian, Metodologi Penelitian, dan Sistematika Penulisan Laporan.* ***Latar Belakang*** *harus menjelaskan gambaran kondisi umum terkait masalah dan alasan mengapa topic penelitian muncul.* ***Rumusan masalah*** *berisi poin-2 permasalahan yang akan diselesaikan,* ***batasan masalah*** *merupakan pembatasan atas permasalahan yang akan diselesaikan. Batasan masalah sebaiknya* ***bukan*** *spesifikasi produk/subyek penelitian yang akan diteliti.* ***Tujuan Penelitian*** *merupakan hasil yang direncanakan untuk dicapai pada akhir penelitian,* ***Manfaat Penelitian*** *adalah benefit apa yang bisa diperoleh setelah tujuan penelitian dicapai. Ruang Lingkup membatasi aktivitas / subyek / hal apa saja yang akan ditangani pada penelitian. Bab 2 dan seterusnya, bisa berubah sesuai dengan keperluan penelitian dan penulisan laporan.*

*Panduan terkait lay out untuk template ini: 1. Menggunakan font Times New Roman ukran 12. Spasi untuk abstraksi spasi tunggal, spasi untuk badan laporan 1.5. Identasi dan penomoran bab, sub bab, sub – sub bab, dst menggunakan lay out heading 1, 2, 3, dst. Judul gambar dan judul table menggunakan* ***style caption.*** *Dengan menggunakan style ini****,*** *maka pembuatan* ***daftar isi, daftar table, daftar gambar,*** *dilakukan secara* ***otomatis.*** *Sitasi dan daftar pustaka, menggunakan mendeley dengan stylenya adalah APA (American Psychologi Association). Dengan bantuan mendeley, maka pengorganisasian (pembuatan, pengacuan, dan pembuatan daftar pustaka dilakukan secara otomatis). Silakan mengacu pada situs mendeley* [*http://mendeley.com*](http://mendeley.com) *untuk membuat akun, menginstall, dan menggunakan mendeley.*

*Untuk menggunakan template ini, cara yang paling efektif adalah : 1. Simpan dengan nama file lain sesuai judul TA anda 2. Tuliskan materi anda langsung di template ini (misalnya di badan latar belakang), hapus tulisan template yang tidak diperlukan 3. Untuk membuat / menambah komponen (sub bab, sub – sub bab, judul gambar, judul table, dll) kopi komponen dari template ini ke tempat yang seharusnya, ganti texnya dengan text yang sesuai. Dengan demikian stylenya tidak berubah. Untuk menyamakan style bagian tertentu dengan style yang diinginkan (misalnya dari body menjadi heading 2), blok heading 2 (sumber salinan style) tersebut, klik ikon* ***Format Painter*** *(gambar kuas kiri atas word), pindahkan mouse ke body yang akan diubah stylnye, sapukan ikon kuas pada body tersebut.*

*Semoga membantu :* *mujiono.sadikin@mercubuana.ac.id*

***Kata Kunci: template TA, lay out, mendeley, …..***

# *ABSTRACT*

*This final exam report template is as a guidance and example as well for informatics students who are preparing their final report documentation. This tamplate is applied in Faculty of Computer Science, Universitas Mercu Buana. All those students are strongly recommended to apply all template style to their report. The substantive content of their final report, of course,…etc. Please type your English abstract here..:)*

***Keywords : template TA, lay out, mendeley, …..***
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# Definisi

|  |  |
| --- | --- |
| **Istilah** | **Pengertian** |
| Dokumen | Pengertian dokumen dalam penelitian ini adalah file yang berisi terminologi – terminologi yang merupakan represenatasi Bahasa Alami. Format file representasi dokumen ini: \*.txt atau \*.pdf |
| Dokumen Terstruktur | Adalah dokumen yang terminologi di dalamnya mengikuti pola tertentu, bisa dipahami secara alami oleh manusia atau mengikuti pola tata bahasa alami, dalam hal ini adalah Bahasa Indonesia |
| Obyek | Pengertian obyek pada penelitian ini kata benda atau yang dibendakan dalam dokumen / corpus yang menjadi topik pembahasan dokumen tersebut. Contoh obyek adalah: nama obat dalam dokumen label obat; judul penelitian atau metoda penelitian atau hasil penelitian dalam dokumen makalah; atau nama barang, komponen barang, atau produsen barang pada brosur produk |
| Obyek Utama | Adalah obyek yang menjadi pembahasan utama pada dokumen. Contoh obyek utama dalam hal ini misalnya nama obat pada label obat, nama produk pada brosur promosi barang/jasa, atau pembayar pajak pada dokumen pajak. Jika obyek utama ditiadakan dari satu dokumen, maka dokumen tersebut menjadi tidak bermakna. |
| Obyek Pendukung | Adalah obyek yang keberadaanya terkait langsung atau mendukung obyek utama. Keberadaan obyek pendukung tergantung pada obyek utama dan peniadaan obyek pendukung dari obyek utama tidak mempengaruhi makna obyek utama. Contoh obyek pendukung dalam hal ini adalah kandungan kimawi obat untuk obat, obyek pajak untuk pembayar pajak pada dokumen pajak, spesikasi produk / jasa pada dokumen brosur promosi penjualan produk |
| Relasi | Mengacu pada jenis hubungan antara satu obyek utama dengan obyek pendukung. Contoh relasi dalam hal ini adalah: relasi penjual dengan barang barang yang dijual, relasi pembeli dengan barang - barang yang dibeli, relasi kandungan kimiawi dengan obat, relasi obyek pajak dengan pembayar pajak |
| Interaksi | Yang dimaksud interaksi pada penelitian ini adalah istilah yang lebih umum yang digunakan untuk mengacu keterkaitan antara obyek utama dengan obyek utama yang lain. Contoh interaksi dalam hal ini adalah interaksi penjual dengan pembeli, interaksi pembayar pajak dengan pemungut pajak, atau interaksi antar obat |
| bi-set | Adalah kesatuan representasi interaksi antar obyek, satu bi-set terdiri dari dua himpunan <MO,SO>. MO = {MO1, MO2, …MOp} dan SO={SO1, SO2,…SOq}. Satu Bi-Set <MO, SO> artinya sekumpulan obyek utama MO1…MOq berinteraksi satu dengan lainnya berdasarkan SO1, SO2,…SOq dengan p > 1, dan q > 0. Untuk menyederhanakan, pada laporan ini selanjutnya : bi-set ditulis *b, MO* sebagai *S,* dan *SO* sebagai *G* |

# PENDAHULUAN

Pada bagian ini dijelaskan beberapa hal yaitu: latar belakang yang mendasari penelitian, rumusan permasalahan yang akan diselesaikan, usulan solusi yang akan terdiri dari beberapa tahapan, kontribusi yang diharapkan dari hasil penelitian, ruang lingkup penelitian, penelitian yang terkait, dan sistematika penulisan laporan hasil penelitian.

## Latar Belakang

### **[Sub sub bab]**

Salah satu pengetahuan yang bisa diperoleh dari berbagai data digital adalah interaksi antar informasi yang terkandung di dalamnya. Contoh interaksi tersebut antara lain interaksi antar obat, interaksi antara supplier dan vendor, interaksi antar anggota keluarga, atau interaksi antara pelamar kerja dan pencari pekerja. Secara umum pada laporan hasil ini interaksi semacam ini disebut dengan interaksi antar entitas obyek (*content*) yang terkandung di dalam sumber data digital (Dagher & Fung, 2013; Winder, Haimson, Goldstein-Stewart, & Grossman, 2013).

…..

### **[Sub sub bab, italic untuk istilah asing]**

Pada awalnya obyektif *document clustering* adalah untuk memperbaiki tingkat presisi pengambilan pada area sistem temu kembali informasi (*information retrieval systems* ) atau sebagai cara yang efektif dalam menemukan tetangga terdekat dari suatu dokumen. Tahap berikutnya, *clustering* juga diteliti dan dikembangkan untuk keperluan browsing sekumpulan dokumen atau pengorganisasian hasil query dan pengindeksan (Zeeberg et al., 2003), [14]. Pada penelitian ini *document clustering* akan digunakan sebagai pendekatan untuk menemukan pengetahuan interaksi antar entitas obyek. Pada bagian ini dijelaskan secara ringkas mengenai studi tentang *document clustering* untuk mendapatkan gambaran usulan modifikasi *document clustering* yang akan dilakukan sehingga sesuai untuk menyelesaikan permasalahan interaksi antar entitas obyek (Jeon, Lee, Lee, Tan, & Kang, 2014).

…..

## Rumusan Permasalahan

Salah satu pengetahuan yang bisa diperoleh dari informasi (*content*) yang terkandung dalam berbagai sumber data adalah jaringan interaksi antar entitas obyek berdasarkan konteks. ….

Berangkat dari kenyataan bahwa dalam sumber data berbagai format terdapat entitas obyek -entitas obyek yang secara semantik berinteraksi satu dengan yang lainnya berdasarkan relasi konteks tertentu, namun interaksi tersebut belum atau tidak terlihat karena berbagai batasan maka secara umum permasalahan yang akan diselesaikan pada penelitian ini adalah:

*Bagaimana mencari dan mengelompokkan himpunan entitas yang diprediksi cocok untuk berinteraksi berbasis relasi dengan menggunakan pendekatan document categorical bi-clustering.*

Ilustrasi permasalahan dan solusi yang diharapkan digambarkan pada diagram 1-1 di bawah.



*Gambar 1‑1**Ilustrasi Permasalahan dan Solusi*

.

## Tujuan & Manfaat Penelitian

### **Tujuan Penelitian**

Tujuan yang ingin dicapai pada penelitian ini adalah:

1. Menghasilkan model dan algoritma estimasi interaksi antar entitas obyek berbasis relasi dengan menggunakan pendekatan bi-clustering.
2. Menghasilkan model yang bisa digunakan untuk membantu mengektraksi relasi antara entitas obyek utama dengan entitas obyek pendukung
3. ….

### **Manfaat Penelitian**

Manfaat yang ingin dicapai pada penelitian ini adalah:

1. Model dan algoritma estimasi interaksi antar entitas obyek berbasis relasi dengan menggunakan pendekatan document bi-clustering dapat dikembangkan dan digunakan untuk berbagai keperluan ekstraksi relasi berbagai domain data.
2. Algoritma dan model pengelompokaan dokumen berdasarkan konteks relasi diharapkan bisa dikembangkan dan menjadi alternatif metoda pengelompokan dokumen di antara metoda-metoda yang sekarang telah ada
3. …

## Ruang Lingkup & Batasan Penelitian

Beberapa batasan dan lingkup permasalahan dalam penelitian ini adalah:

1. Yang dimaksud dengan interaksi berdasarkan relasi dalam penelitian ini adalah hubungan antara entitas obyek yang bersifat semantik bukan relasi atau keterkaitan fisik seperti interaksi karena medan magnit antara obyek /benda dalam dunia nyata.
2. Ekstraksi relasi pada penelitian ini difokuskan untuk domain :
	* medis berupa dokumen label obat – obatan, dan
	* penelitian berupa dokumen makalah berbahasa Indonesia
3. Pengertian konteks relasi pada penelitian ini adalah:
	* Relasi *transaksi* : menjual, membeli, meminjam, mengembalikan, memberi, menerima, dll.
	* Relasi *bagian dari* : terdiri dari, terdiri atas, bagian dari, termasuk, mengandung, di dalamnya, memiliki, dll
4. …….i.

## Sistematika Penulisan Laporan

Laporan hasil penelitian ini disusun menurut sistematika sebagai berikut:

### **Pendahuluan**

Membahas Latar Belakang Masalah, Identifikasi Masalah, Batasan Masalah, Tujuan Penelitian, Metodelogi Penelitian serta Sistematika Penulisan.

### **Landasan Teori**

Memaparkan teori-teori yang didapat dari sumber-sumber yang relevan untuk digunakan sebagai panduan dalam penelitian serta penyusunan Skripsi.

### **Analisis Sistem**

Menjelaskan tentang gambaran sistem serta deskripsi dari hasil analisis sistem yang akan dijadikan sebagai petunjuk untuk perancangan pada tahapan berikutnya.

### **Perancangan Sistem**

Berisi tentang PerancanganSistemdenganUML, Perancangan Data,Perancangan Arsitektural, Perancangan Prosedural dan Perancangan Antarmuka.

### **Implementasi Dan Testing**

Menjelaskan mengenai kebutuhan *hardware*, *software* serta mengenai arsitektur dan proses publikasi web, yaitu berupa penentuan nama *domain*, kapasitas *hosting* serta analisis biaya.

### **Penutup**

Mengemukakan kesimpulan yang diambil dari hasil penelitian dan penulisan Skripsi ini, serta saran-saran untuk pengembangan selanjutnya, agar dapat dilakukan perbaikan-perbaikan di masa yang akan datang.

# LANDASAN TEORI

Landasan teori dan dasar pengetahuan penelitian ini adalah metoda-metoda terkait dengan: interaksi antar entitas obyek, perolehan informasi, penggalian pengetahuan berbasis konteks, dan *document-bi-clustering*. ….

## Interaksi Antar Obyek

Studi mengenai penggalian informasi interaksi antar obat yang dilakukan oleh Jacinto, M. [4] menggunakan pendekatan pembelajaran mesin (SVM, Naive Bayes, Decision Tree, dan Adaboost). Data uji berupa corpus label obat berbahasa Inggris dengan total 4267 kalimat yang mengandung obat di dalamnya. Untuk menangani banyaknya dimensi pada data uji dilakukan mekanisme *feature selection* dengan metoda *chi-squared*. Dari hasil pengujian disimpulkan bahwa pengolahan bahasa alami dan pendekatan pembelajaran mesin berpotensi untuk dikembangkan sebagai salah satu metoda estimasi interaksi antar obat. ….

## Perolehan Informasi (IR) Berbasis Konteks

Perolehan informasi berbasis konteks, dengan definisi konteks yang berbeda - beda, telah dilakukan oleh beberapa peneliti. Bagian ini menjelaskan beberapa hasil penelitian yang dianggap terkait dengan penelitian ini.

# ANALISA SISTEM

Pada bagian ini hasil analisa: lingkungan kebutuhan, analisa kebutuhan pengguna…..

## […..]

…Penjelasan rinci mengenai framework tahap pertama ini diuraikan pada bagian 4.1.



*Gambar 3‑1 Kerangka Global Penelitian*

Tabel 3‑1 Contoh Tabel

|  |  |
| --- | --- |
|  |  |
|  |  |

## […..]

Tahap pertama

## *Pattern Generation*

Untuk melakukan ….

# PERANCANGAN

Bagian ini menjelaskan tahap pertama uji coba yaitu mengekstraksi obyek (entitas) utama yang terdapat dalam data uji dokumen. …..

## Perancangan Algoritma

### **Algoritma A**

Untuk mengekstrak objek relasi…



Gambar 4‑1 Representasi Relasi Antar Obyek

### **Algoritma B**

Untuk mengekstrak objek relasi…

##  Perancagan Basis Data

Dengan mekanisme …..

### **E-R-D**

Dengan mekanisme …..

### **Implementasi Fisik Basis Data**

Teknik …

### **………….**

# IMPLEMENTASI DAN PENGUJIAN

Bab lima …..

##  Lingkkungan Implementasi

Pada studi …...

### **Perangkat Keras**

…..

### **Perangkat Lunak Platform**

Sistem Operasi, Web Server, DBMS, Library ….

## Hasil Implementasi

##  Hasil Pengujian

[Berisi antara lain metoda pengujian yang digunakan]

### **Skenario Uji Coba**

[Berisi tabel dengan kolom #id uji #nama uji #fungsi yang diuji #skenario (langkah2) #hasil yang diharapkan]

[Keterangan mengenai tabel skenario uji di atas]

### **Hasil Uji Coba**

[Berisi tabel dengan kolom #id uji #nama uji #fungsi yang diuji #hasil pengujian]

[Keterangan mengenai tabel hasil uji di atas]

# PENUTUP

….

## Kesimpulan

[Berisi kesesuaian/ketidak sesuaian antara tujuan dan hasil penelitian]

[Penjelasan lain yang ditemukan selama penelitian]

## Saran

[Berisi penjelasan kekuarangan hasil penelitian dan saran penyempurnaan]

[Penjelasan mengenai potensi studi berikutnya]
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